In an effort to rule in or rule out a disease or condition, clinicians often use one or multiple tests to confirm or refute a hypothesis. Specific tests are advocated as highly sensitive or specific, purportedly rendering that test effective at either ruling out (if sensitive) or ruling in (if specific) a given diagnosis. Unfortunately, using sensitivity or specificity independently to confirm a diagnosis may lead to error. The purpose of this clinimetrics corner titled "Beyond SPIN and SNOUT: Considerations with Dichotomous Tests During Assessment of Diagnostic Accuracy" is to discuss the limitations of these shortcuts for diagnostic accuracy.

Sensitivity, or the true positive rate, is defined as the proportion of patients who have the disease that the test identifies as positive and is calculated using the formula: Sn = True positives/(True positives + False negatives). Specificity, or the true negative rate, is defined as the proportion of patients who do not have the disease that the test identifies as negative. Specificity is calculated using the formula: Sp = True negatives/(True negatives + False positives). Both sensitivity and specificity are essential when describing the value of selected tests and measures used during diagnosis.

Sackett et al. introduced SpPIn (when specificity is high, a positive test rules in the diagnosis) and SnNOut (when sensitivity is high, a negative test rules out the diagnosis); and since this introduction, many practitioners have adopted these mnemonics as irrefutable standards. Despite the promotion by Sackett, the use of these descriptors has been questioned. In 2004, Pewsner et al urged caution in the unqualified use of SpPIn and SnNOut, warning that potential weaknesses were present behind the singular use of SpPIn and SnNOut that might have unwanted clinical consequences.

SpPIn, SnNOut, and Confidence Intervals

The temptation exists to simplify the diagnostic process and view the estimates of sensitivity or specificity as single numbers when, in fact, each is actually an estimate of certainty. In most diagnostic studies, values bound within a 95% confidence interval (CI) are considered acceptable measures. The wider the CI, the less precise is the presentation of the data. The width of the CI is determined by 1) sample size, 2) variability between and within the subjects being studied, and 3) the level of confidence desired. The reason that the CI is important when using SpPIn and SnNOut is that these mnemonics take continuous data such as sensitivity and specificity scores and dichotomize that data into a specific value, often termed as "high" or "low." Sensitivity or specificity values that qualify as "high" are usually defined as scores of 95% or greater, especially in a low prevalence (a
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few individuals with the disease) setting. However, an underpowered study or one that has a small sample size may identify a single sensitivity value as 95% (acceptable for ruling out a diagnosis when the test is negative) when the lower end of the confidence interval may dip into the 80’s (not acceptable for ruling out a diagnosis when the test is negative). The wider the confidence interval, the less precise the single measure of accuracy.

In a recently published study, knee joint line tenderness was found to have a sensitivity of 95%, meeting the suggested value for ruling out a torn tibial meniscus when a clinical finding for tenderness is negative. However, the calculated CI was .87–.98, with the lower end of the CI falling below the recommended value for ruling out a condition. This substantiates weaknesses outlined previously and exposes two significant areas of consideration of diagnostic accuracy calculations. First, the importance of the sample size (power) cannot be overstated, and second, that single measures of accuracy have significant limitations. Consequently, additional calculations such as likelihood ratios (LR) demonstrate greater clinical utility because the calculations incorporate both sensitivity and specificity.

**Power**

A hallmark of solid research design is an a priori estimate of the number of subjects needed to detect a significant relationship when one is present. This a priori estimate is called a power estimate. Using the previous example of detecting a torn tibial meniscus, clinical intuition may provide a suggestion that joint line tenderness is generally a sensitive test, but without appropriate power in a study design, one cannot confirm this suspicion. Increasing the power of the study and involving more subjects who are representative of the population in general can improve confirmation of a test’s utility. Unfortunately, most diagnostic accuracy studies are woefully underpowered.

Power calculations for diagnostic accuracy studies were first introduced in 1991. Recently, Flahaut et al published tables that allow easier estimation of necessary sample sizes based on a required/expected sensitivity or specificity findings and a desired lower 95% confidence limit. Using the values outlined by Flahaut and colleagues, and the study data on joint line tenderness provided by Grifka et al (which involved a sample size of 113), we can calculate the necessary sample size needed to meet a pre-desired lower confidence interval. If the desired sensitivity was 95% and the desired lower confidence limit was 90%, the actual sample size for Grifka et al would have required 298 subjects. Sufficient power allows certainty that the sensitivity and specificity reported for a test will be the same as those plausible in a traditional clinical practice.

An important note is that sensitivity and specificity do have further limitations. First, and most important, is that sensitivity and specificity are parameters reported in a diagnostic accuracy study that are based on knowing whether or not the patient has the pathology. Clinically, this information is unavailable and presumably, the test is being performed either to detect or to rule out the presence of disease. Next, there is generally a trade-off between sensitivity and specificity in that as one parameter rises, the other falls. This co-dependent relationship makes the ranking of the usefulness of a special test less than intuitive and makes the use of either one without the other (as in SpPIn and SnNOut) potentially misleading. Further, a sensitivity or specificity estimate is dependent on the pre-test probability or prevalence of the pathology and the severity of that pathology. In other words, the estimates of sensitivity and specificity produced by a given study are affected by the number of diseased subjects in that study and the severity of the disease. An additional disadvantage of sensitivity is that it applies only to individuals who have the disease, while specificity is applicable only to those who do not. Finally, sensitivity and specificity cannot easily be used to convert a pre-test probability of a disease to a post-test probability of disease. Fortunately, likelihood ratios (LR), which combine sensitivity and specificity, alleviate many of the shortcomings of sensitivity and specificity and SpPIn and SnNOut.

**Likelihood Ratios, Bayes Theorem, and Nomograms**

A practical way of looking at LR’s are as modifiers of probability. A practitioner performing a physical examination should be interested in whether each portion of the examination moves him or her closer to or further away from a diagnosis and the magnitude of that change. A positive LR (LR+), represented by the formula sensitivity/(1-specificity), moves the practitioner closer to a diagnosis while a negative LR (LR-), represented by the formula, (1-sensitivity)/specificity, moves the practitioner further away from a diagnosis. The magnitude of the change is captured via Bayes theorem and represented by the formula Pre-test Odds x LR = Post-test Odds.

The following example involving pre-test probability, LR’s, and Bayes theorem may further elucidate the utility of these tools. Consider the case of an overweight patient who presents with a chief complaint of knee pain and slow onset of swelling that commenced after twisting on a planted lower extremity. A clinician may estimate the probability of this patient having a torn meniscus as 40%, based on reports in research, the practitioner’s experience, or some combination of the two. The clinician performs palpation of the knee and finds an absence of joint line tenderness. Is the absence of a positive finding in this case compelling enough to rule out the presence of a torn meniscus?

Using Bayes theorem, one can calculate the capacity of this assumption. Because Bayes theorem deals with odds and not probability, the probability values require conversion to an odds ratio. The 40% (.40) pre-test probability is converted to .667 odds [.40/(1-.40)] and multiplied by the likelihood ratio, in this case, the LR, which equals 1.0 (value used from the reported values of Grifka.
The resulting calculation is a post-test odds of .667. The post-test odds are then converted back to post-test probability through the formula \([.667/(1+.667)]\). Even without converting back to post-test probability, the reader has no doubt realized that the pre-test probability was completely unchanged by the negative joint line tenderness test with a LR- of 1.0. In this example, SnNOut does not rule out a torn meniscus and highlights the risk of strict application of the SpPIn and SnNOut mnemonics and the importance of using LRs that combine sensitivity and specificity. Also acknowledged in this example is the reason why LRs and Bayes theorem are not used regularly by practitioners\(^{13,14}\). Conversion from probability to odds and back again is cumbersome\(^{14}\).

An alternative to odds ratio conversion was produced by Fagen in 1975\(^{15}\). Use of a nomogram allows the multiplicative analysis of pre-test probability and an LR to calculate post-test probability, without requiring a conversion to an odds ratio. Post-test probability calculations are associated with the probability of having or not having the condition when a test is positive (LR+) or negative (LR-). To improve the clinical utility further, McGee\(^{14}\) developed a table linking LRs to approximate percentage changes in post-test probability (Table 1). McGee recommended that practitioners memorize 2, 5, and 10. With an LR+ of 2, 5, and 10, the percent increase in post-test probability is 15, 30, and 45, respectively. With an LR- , the practitioner uses the inverse version of the numbers or 1/2 (.50), 1/5 (.20), and 1/10 (.10) so that the percent decrease in post-test probability is 15, 30, and 45.

### Quality and Bias

As was illustrated using the example from Grifka et al\(^6\), SnNOut may be hampered by weaknesses when the specificity is low; thus, both sensitivity and specificity should be considered a concern when analyzing test results. Yet, what may be more intriguing are the findings of a recent review\(^{16}\) of 14 articles that examined the joint line tenderness test. In this review the sensitivities, specificities, and LRs were grossly disparate among the 14 articles, with LR+ values that ranged from .86 to 36! How can joint line tenderness be so valuable in one study\(^7\) that it could serve as a stand-alone test to diagnose a torn meniscus and yet, in another study\(^8\), be so poorly diagnostic as to be worthless? The answer lies in the quality of design elements within each of the studies. Unfortunately, all diagnostic studies are not equal with regards to quality of design.

Higher-quality studies are those that reduce or minimize bias, defined as systematic error in the design or conduct of a research study\(^7\). In trials of intervention, many biases are addressed by randomizing patient group assignment. However, studies of diagnostic accuracy and the assessment of their quality are unique\(^9\) and do not involve randomization of patients. Indeed, diagnostic accuracy studies require specific tools for measuring internal bias that are exclusive to this study design.

To date, most diagnostic accuracy study designs have demonstrated poor quality\(^{20-22}\). Prompted by this information, Whiting et al\(^\text{19}\) produced the Quality Assessment of Diagnostic Accuracy Studies (QUADAS) document, which is the first validated tool to aid a reader of research in critically assessing the quality of that research. The QUADAS tool consists of 14 questions that address the most common biases affecting internal validity (how the study was designed and implemented) and external validity (applicability of the study to daily practice) of diagnostic accuracy studies. These 14 questions were developed using Delphi mechanisms. A detailed discussion of all of the types of bias and their effect on estimates of sensitivity/specificity and LR+/LR- are beyond the scope of this paper but have been carefully outlined by Cook and colleagues\(^22\).

In addition to the biases outlined in the QUADAS document, one additional area of bias is possible. A form of case-control design, frequently used by diagnostic accuracy studies, allows a potentially dramatic overestimation of the accuracy of a test\(^{21,23}\). When the control group without the condition of interest consists of individuals who are healthy or who have a condition non-related to the targeted pathology, results are often over-estimated. Calculations result in inflated, misleading values that would not occur in a situation of diagnostic uncertainty\(^7\). Consequently, a case-control design that retains diagnostic uncertainty (for example, comparing the finding of patients who have meniscus tears versus patellofemoral pain syndrome) is

### TABLE 1. Likelihood ratios and bedside estimates

<table>
<thead>
<tr>
<th><em>Likelihood Ratio</em></th>
<th>Approximate Change in Probability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Values between 0 and 1 decrease the probability of disease (LR-)</strong></td>
<td></td>
</tr>
<tr>
<td>.1</td>
<td>−45</td>
</tr>
<tr>
<td>.2</td>
<td>−30</td>
</tr>
<tr>
<td>.3</td>
<td>−25</td>
</tr>
<tr>
<td>.4</td>
<td>−20</td>
</tr>
<tr>
<td>.5</td>
<td>−15</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Values greater than 1 increase the probability of disease (LR+)</strong></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>+15</td>
</tr>
<tr>
<td>4</td>
<td>+25</td>
</tr>
<tr>
<td>5</td>
<td>+30</td>
</tr>
<tr>
<td>6</td>
<td>+35</td>
</tr>
<tr>
<td>8</td>
<td>+40</td>
</tr>
<tr>
<td>10</td>
<td>+45</td>
</tr>
</tbody>
</table>

Adapted from McGee\(^{14}\) with permission.
essential for true assessment of test quality.

To illustrate the effect of bias, data from a recent systematic review21 of an index test, the Active Compression Test, is an excellent choice for presentation. The Active Compression Test was originally developed with the intent of having a physical examination test that distinguished between shoulder pain that was either caused by an acromioclavicular pathology or from a superior labral tear22,23. The original article25 produced a great deal of excitement in the orthopedic community as a SLAP lesion is a difficult physical diagnosis. The study’s sensitivity and specificity were reported as 99% and 98%, respectively, and LR+ and LR− were reported as 49.5 and .01, respectively. The Active Compression appeared to be a stand-alone test, useful in diagnosis of a SLAP lesion. Recently, higher-quality studies26–30 estimated the likelihood ratios as close to 1, suggesting the index test made little or no modification of post-test probability. If one analyzes the quality of the studies using the QUADAS tool, the original publication demonstrates substantial internal biases that could have resulted in the higher reported values31.

Final Considerations

This clinimetrics corner has treated test results as dichotomous, which means that there are two outcomes to the test, usually positive (producing pain, paresthesia, apprehension) or negative (no symptoms or change in symptoms). Dichotomous outcomes are the prevailing norm in orthopedic manual therapy. However, many practitioners realize that this is not often the case, especially if one relies on the concept of “concordant sign.” Simply put, eliciting the concordant sign means that the chosen test or tests reproduce the symptom or symptoms that the patient has identified as the reason he or she sought a physical therapy consultation.24 Frequently, the patient responds in the affirmative or the negative but we have all experienced the equivocal response of “not quite sure” or “maybe.” Despite the increased clinical probability, in two systematic reviews of shoulder and knee physical examination special tests, intermediate or indeterminate results were rarely reported26,27. We believe that the reason for this rare report is that equivocal results are statistically inconvenient, and researchers subjectively dichotomize those responses to fit neatly into a 2x2 table (the basic table from which all estimates of diagnostic accuracy are calculated). The effect of this bias on estimates of diagnostic accuracy is not well known.

One final clinical consideration is that physical exam tests are rarely used in isolation. Normally, a physical therapist would start with history and systems review and then move through several steps of a physical examination including some combination of motion assessment, strength, palpation, and special tests. Each step of the examination process has its own associated likelihood ratio or ratios, and when the examination is sequential, the post-test probability of one test becomes the pre-test probability of the next test. The earlier example of an overweight patient who presented with chief complaints of knee pain and slow onset of swelling after twisting on a planted lower extremity had a mythical pre-test probability of 40% of having a torn meniscus. Recall that 40% pre-test odds were equal to .667. The hypothetical clinician then performs motion testing and notices that the patient’s painful knee has limited flexion with pain produced at end range, a test with an LR+ of 1.64. The clinician then chooses the Dynamic test5 with an LR+ of 8.5; a positive test would improve the post-test probability as follows: .667 x 1.6 = 1.067 (51% post-test probability), then 1.067 x 8.5 = 9.0695 (90% post-test probability).

This example demonstrates how a sequential examination builds a preponderance of evidence to support a diagnosis. With understanding of the rest of this article, the reader should question the LRs presented here since no CIs or reliability estimates were presented, the studies from which the LRs were taken were underpowered and have some design faults that produce bias, and the case description provides little insight as to whether detecting a torn meniscus will change the management of the patient. These are the key elements that help the clinician realize that estimates of diagnostic accuracy parameters are just that—an estimate. This realization will help take the clinician far beyond SpPIn and SnNOut.
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